
GRAIN: Multi-Granular and Implicit Information Aggregation
Graph Neural Network for Heterophilous Graphs

Songwei Zhao1,2, Yuan Jiang3*, Zijing Zhang1,2, Yang Yu1,2, Hechang Chen1,2*

1School of Artificial Intelligence, Jilin University, Changchun
2Engineering Research Center of Knowledge-Driven Human-Machine Intelligence, Jilin University, Changchun

3School of Computer Science and Engineering, Nanyang Technological University, Singapore
{zhaosw22, zijing23, yyu23}@mails.jlu.edu.cn, yuan005@ntu.edu.sg, chenhc@jlu.edu.cn

Abstract
Graph neural networks (GNNs) have shown significant suc-
cess in learning graph representations. However, recent stud-
ies reveal that GNNs often fail to outperform simple MLPs on
heterophilous graph tasks, where connected nodes may dif-
fer in features or labels, challenging the homophily assump-
tion. Existing methods addressing this issue often overlook
the importance of information granularity and rarely con-
sider implicit relationships between distant nodes. To over-
come these limitations, we propose the Granular and Implicit
Graph Network (GRAIN), a novel GNN model specifically
designed for heterophilous graphs. GRAIN enhances node
embeddings by aggregating multi-view information at vari-
ous granularity levels and incorporating implicit data from
distant, non-neighboring nodes. This approach effectively in-
tegrates local and global information, resulting in smoother,
more accurate node representations. We also introduce an
adaptive graph information aggregator that efficiently com-
bines multi-granularity and implicit data, significantly im-
proving node representation quality, as shown by experiments
on 13 datasets covering varying homophily and heterophily.
GRAIN consistently outperforms 12 state-of-the-art models,
excelling on both homophilous and heterophilous graphs.

Introduction
Graph Neural Networks (GNNs) (Welling and Kipf 2016)
are a specialized class of deep neural networks designed
to process and analyze graph-structured data. GNNs capi-
talize on the inherent properties of graphs, where entities
are represented as nodes and their relationships as edges, to
effectively capture complex interdependencies between en-
tities. By employing iterative message-passing and aggre-
gation mechanisms, GNNs iteratively update each node’s
representation by combining its features with those of its
neighbors. This process enables GNNs to learn sophisti-
cated and informative embeddings that are highly effective
for a variety of graph-based machine learning tasks, such
as node classification (He et al. 2024), link prediction (Lu
et al. 2023), and graph classification (Zhao et al. 2024),
often surpassing the performance of traditional neural net-
works. GNNs have also demonstrated remarkable success
across a broad spectrum of real-world applications, includ-
ing social network analysis (Zhang et al. 2022), recommen-
dation systems (Agrawal et al. 2024), and drug discovery
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(Liu et al. 2023). However, the primary reason GNNs ex-
cel in many tasks—their reliance on the homophily assump-
tion—also presents a significant limitation. The homophily
assumption presupposes that connected nodes tend to share
similar attributes or labels, providing additional context for
information aggregation. While this assumption works well
in homophilous graphs, it fails to capture the complexities
of heterophilous graphs, where connected nodes may have
dissimilar features or labels.

As a result, increasing research shows that GNNs do
not always outperform traditional deep neural networks in
graph tasks, particularly in heterophilous settings. In some
cases, even simple multi-layer perceptrons (MLPs) can sur-
pass GNNs (Liu, Wang, and Ji 2021; Chien et al. 2020).
This discrepancy is largely due to the heterophily problem,
where the homophily assumption breaks down, and GNNs
struggle to effectively aggregate information from connected
nodes with differing attributes. Recently, scholars have in-
creasingly focused on heterophily and proposed models to
address this issue. For instance, Chanpuriya and Musco
(2022) proposes the Adaptive Simple Graph Convolution,
which selects different filters for each feature, demonstrat-
ing its adaptability to both homophilous and heterophilous
graph structures in experiments. GBK-GNN (Du et al. 2022)
captures both homophilous and heterophilous information
through bi-kernel feature transformation and introduces a se-
lection gate to choose the appropriate core for a given node.
Xiao et al. (2023) addresses the spatial heterophily in urban
graphs by designing a rotation-scaling spatial aggregation
module and a heterophily-sensitive spatial interaction mod-
ule. LRGNN (Liang et al. 2024) tackles label relation pre-
diction in heterophilous graphs by solving an approximation
problem of the global label relation matrix for signed graphs,
making the proposed model applicable in both homophilous
and heterophilous settings.

Despite achieving good results in addressing heterophily,
existing works generally underperform on homophily
(Chien et al. 2020). Moreover, they often overlook the im-
portance of aggregation at various granularity levels in node
representations, where coarse-grained information captures
the overall position or influence of nodes (e.g., users) within
the network, while fine-grained information focuses on their
direct interactions with closely connected nodes. Addition-
ally, these methods rarely consider implicit relationships be-
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tween distant nodes that are not neighbors but may share
common interests or characteristics. Such implicit informa-
tion is crucial for generating smooth embeddings by captur-
ing underlying connections beyond neighbors.

Incorporating the aforementioned multi-view information
into the aggregation process presents significant challenges.
First, real-world graph data is inherently complex and di-
verse, with varying attributes and types, making it diffi-
cult to accurately determine the appropriate range of coarse
and fine-grained information for each node. Second, even
if the correct granularity levels can be identified, the task
of effectively aggregating and training nodes within these
ranges remains daunting. Different nodes necessitate tai-
lored granularity ranges, which implies the need for vary-
ing network depths during training, thereby substantially in-
creasing model complexity. Lastly, integrating implicit rela-
tionships between distant nodes into the aggregation process
is a crucial challenge that remains unresolved.

To tackle the challenges of representing heterophilous
graphs, we introduce the Granular and Implicit Graph Net-
work (GRAIN), which achieves smoother and more compre-
hensive representations through multi-granularity informa-
tion aggregation. First, we model graph representation learn-
ing as a Markov Decision Process (MDP), enabling system-
atic optimization of granularity selection based on long-term
rewards, and efficiently incorporate Reinforcement Learning
(RL) methods to solve this problem. Our RL framework is
specifically designed to output continuous values, enabling
flexible adjustment of granularity levels for different nodes.
This customization allows for tailored information aggrega-
tion that seamlessly integrates both local and global perspec-
tives, thereby enhancing the depth and richness of the node
embeddings. Additionally, we introduce a novel node infor-
mation aggregator that synergizes multi-granularity with im-
plicit relationships between distant nodes, resulting in more
refined and accurate node representations.

To validate the effectiveness of the proposed model, we
conducted extensive experiments on 13 datasets with vary-
ing homophily rates, comparing GRAIN with 12 SOTA
models. The results show that GRAIN not only performs ex-
cellently on homophilous datasets but also demonstrates su-
perior performance on heterophilous datasets. The key con-
tributions of this paper are as follows:

- We propose a novel GNN model that integrates
multi-granularity information and implicit relationships,
achieving smoother and more accurate node embeddings
across a variety of graph structures.

- We devise two core components: Intelligent Granularity
Perceiver, which systematically explores various granu-
larities and implicit information while optimizing long-
term rewards, and Multi-view Aggregator, which inte-
grates this information into node representations for a co-
hesive synthesis of diverse data perspectives.

- Extensive experiments on 13 benchmark datasets show
that GRAIN excels in both homophilous and het-
erophilous settings, significantly outperforming 12 state-
of-the-art methods and demonstrating strong generaliza-
tion and broad applicability.

Preliminaries
Formal problem definition. Suppose that G = {V, E} rep-
resents an undirected graph, where V = {v1, v2, · · · , vn}
is the set of nodes with |V| = n, and E ⊆ V × V denotes
the set of undirected edges. Each edge eij ∈ E indicates
a connection between node vi and node vj . We use Aij to
denote the adjacency matrix of graph G, where Aij = 1
if there is an edge between vi and vj , and 0 otherwise. We
denote Nk(v) as the k-th order neighbors of node v. As-
sume each node has d-dimensional features, then the fea-
ture vectors of all nodes are represented as X ∈ Rn×d,
and their labels Y are composed of one-hot vectors. The ob-
jective of graph representation learning is to map the input
graph features into a low-dimensional vector space. Accord-
ing to the message-passing mechanism of GNNs, our goal
is to learn node representations by considering the coarse
and fine-grained information within the k-th order neigh-
borsNk(v) and the implicit information between nodes. The
learned embeddings are thus more likely to be smooth and
preserved in the low-dimensional vector space, making them
ready for downstream tasks.

Based on the above definitions of the notations, we define
the aggregation optimization problem in graph representa-
tion learning as follows. Given a graph network, we model
the aggregation process of this network as a MDP. We aim to
optimize this process to learn an information granularity se-
lection policy π. This policy enables the network to dynami-
cally learn and adjust the information granularity while also
capturing the implicit information between nodes, thereby
improving the overall performance of GNNs.
Graph Neural Network. Many popular GNN variants have
been proposed to achieve smooth node representations effec-
tively. One of the most prominent and widely used variants is
the Graph Convolutional Network (GCN) (Kipf and Welling
2016). GCNs aggregate information from a node’s neigh-
bors to update its representation. At each layer, a node’s fea-
tures are combined with those of its neighbors, using nor-
malized connections to account for different node degrees.
This aggregated information is then transformed through
learnable weights and passed through an activation function
like ReLU. The process iteratively refines the node’s embed-
ding, capturing both local features and structural informa-
tion from the graph. This allows GCNs to effectively learn
meaningful representations in graph-structured data.
Reinforcement Learning for MDP. Reinforcement learn-
ing algorithms, such as Q-learning and policy gradient meth-
ods, commonly solve MDP problems by learning the opti-
mal policy through environmental interactions. This study
aims to consider coarse-grained information and implicit in-
formation between nodes, such as long-term dependencies
and potential connections. Therefore, we utilize an Actor-
Critic type RL algorithm to learn and adjust attention to dif-
ferent granularities of information. Additionally, we use the
Twin Delayed Deep Deterministic Policy Gradient (TD3) al-
gorithm (Fujimoto, Hoof, and Meger 2018), designed for
continuous action spaces, to learn the implicit information
between nodes, thereby enhancing the expressive capacity
of embeddings, detailed in the Appendix A.2. In order to
avoid overestimating the true value, the method takes the



minimum between the two target networks, which gives the
target update of the algorithm:

target = reward+ γ · min
i∈{1,2}

Qθ′
i
(s′, a′) , (1)

where γ denotes the discount factor, θ′ denotes the param-
eters of target the critic network, Q refers to the Q-value
estimated by the target critic network, s′ and a′ are the next
state and action, respectively.

While we employ TD3 to solve the MDP in graph rep-
resentation learning in this study, we also compare value-
based and policy-based deep RL methods in Appendix C.3.
The experimental results highlight the advantages of the
Actor-Critic framework in addressing our problem, partic-
ularly in its ability to explore implicit information between
graph nodes. These findings further validate the flexibility of
our proposed framework.

Methodology
Figure 1 illustrates the overall framework of our proposed
GRAIN. Our framework consists of two main compo-
nents: the Intelligent Granularity Perceiver Module and the
Multi-view Aggregator Module. The perceiver automati-
cally learns and adjusts attention to different granularities of
information from a global perspective. The aggregator uti-
lizes the learned policies to integrate different granularities
of information, enhancing the embedding of nodes. The al-
gorithm’s pseudo-code is presented in the Appendix B.

Intelligent Granularity Perceiver
We discuss how to formulate the process of learning the opti-
mal information granularity selection policy as a MDP. The
critical components of an MDP include states, actions, re-
wards, and the transfer probability from the current state to
the next state. Therefore, we need to define these compo-
nents in the context of the graph network: 1) State (S): In
the context of our graph network, we define the state st ∈ S
as the current representation of the node at the t-th iteration.
2) Action (A): The action at ∈ A of the t-th iteration is
defined as the number of hops for the current node to ag-
gregate information. This action determines the scope of the
neighborhood information that will be considered when up-
dating the node’s representation. 3) Reward function (R):
The reward rt at the t-th iteration is defined as the average
performance of the predictive task over the past few steps.

Based on the above definitions, we model the input graph
network as an interactive environment. The process of in-
formation granularity selection involves the following three
steps: 1) Select the Initial Node: From the input graph data,
select a starting node and use its features as the current state
st. 2) Generate Action: Utilize the RL policy to generate an
action at to guide the node in aggregating information from
its neighbors, which determines the number of hops for the
current node’s aggregation. 3) Sample: Sample a neighbor
within the at hops as the next time step’s node, and use its
input features as the next state st+1 in the MDP. Through
the described process, we can effectively represent the node
embedding learning process in the graph as a MDP.

It is challenging to automatically learn and adjust the at-
tention to different information granularities for each node
as graph data becomes more complex. Implicit relationships
between nodes are crucial for node representation quality,
but integrating this information during aggregation remains
a significant challenge. RL algorithms (Mnih et al. 2013,
2015), with their decision-making processes based on en-
vironmental feedback, are well-suited for complex and dy-
namic environments where traditional optimization algo-
rithms struggle to achieve optimal solutions. Therefore, we
propose leveraging RL to optimize this process. To account
for the implicit information between nodes and facilitate the
model’s better understanding of the relationships and seman-
tic similarities among nodes, we employ an Actor-Critic RL
algorithm to adapt attention to different levels of granularity
in the information. Additionally, we consider using the TD3
algorithm to capture implicit information between nodes,
thereby enhancing node embedding.

The pivotal factor guiding the TD3 algorithm to learn the
proposed MDP in the graph is the reward function, which
we define as follows:

R (st, at) =
φ ·

∑t
l=t−ϑ [F (st, at)−F (sl, al)]

ϑ+ 1
, (2)

where φ is a hyperparameter that plays a role in determining
the strength of the reward signal, ϑ specifies the number of
historical steps considered in the optimization process, and
F denotes the evaluation metric for the graph node classifi-
cation task. The purpose of calculating the reward function
over a certain range of historical windows is to encourage
the agent to jointly consider the performance of the most
recent ϑ time steps, which can lead to better policy explo-
ration. During training, our framework learns using nodes
from the train set and utilizes the node classification accu-
racy on the validation set as the evaluation metric.

Based on reward function (2), the target value is computed
using Equation (5), and the mean square error loss is calcu-
lated against the current Q value. Following this, we update
the actor network to ensure more stable training.

Multi-View Aggregator
In this subsection, we discuss how information granularity
selection strategies can be used to enhance node represen-
tation learning through a novel aggregation function. The
proposed model explicitly incorporates this strategy by map-
ping node embeddings to continuous hop counts, as shown
in the aggregator part of Figure 1. This aggregation func-
tion enables the target node to consider different granular-
ities and implicit information, forming a specialized GNN
architecture. Unlike previous aggregators, our approach en-
ables capturing more relevant information, offering excel-
lent compatibility and flexibility, thereby enhancing graph
representation learning.

To validate the effectiveness of the proposed framework,
we integrate the information granularity selection strategy
and novel aggregation function into a basic GCN, deliber-
ately choosing this simpler architecture to isolate and clearly
demonstrate the impact of our approach. By replacing the
original fixed receptive field and aggregation function, our



Figure 1: An illustration of our proposed framework. The key idea of the model is to explore different levels of granularity
information and implicit information of the target nodes in the graph through the intelligent granularity perceiver. We aim to
smooth the representation by aggregating the different information into embedding the nodes through the multi-view aggregator.

framework adaptively customizes the number of aggregation
hops for each node at time step t, enabling nodes to gather
information at varying granularities from a global perspec-
tive and capture implicit information from latent connec-
tions and semantic similarities. This adaptive approach en-
hances each node’s ability to learn relevant features in its
unique context. The proposed aggregation function is con-
structed as follows:

h1
v = σ

(∑
u1∈N1(v)

âu1vXu

)
,

...

hk=⟨at⟩
v = σ

(∑
uk∈Nk(v)

âukuk−1
hk−1
v

)
,

hv =
1

⟨at⟩
h⟨at⟩
v + (at − ⌊at⌋) âukuk−1

hk−1
v

+(⌈at⌉ − at) âuk+1uk
hk
v ,

output = log softmax (σ (Dropout (hv)))

where hk
v is the feature vector of node v at the k-th layer, Xu

denotes the direct neighbor representation vector of node u.
The aggregation hop count k = ⟨at⟩ is determined by the
policy function π at time step t. Since at is continuous, we
round to the nearest integer. The âu1v denotes the normal-
ized adjacency matrix for the 1-hop neighbors of node v. In
the formula for obtaining hv , the first term represents the in-
tegrated information in coarse and fine granularity, while the
latter terms capture the implicit information of potential con-
nections and semantic similarity with the target node. The

functions ⌊·⌋ and ⌈·⌉ represent the floor and ceiling func-
tions, respectively. This formulation allows each node to dy-
namically adjust the aggregated granularity information, and
enhances the ability to learn implicit information.

Efficient GNN Aggregation
In this section, we introduce key techniques to enhance the
model’s training efficiency. Specifically, we employ an adap-
tive information granularity selection strategy for each node,
which, while effective, results in a time-intensive construc-
tion of GNN aggregation at each time step. This leads to sig-
nificant training overhead, posing a challenge in implement-
ing the proposed model. Given that the number of hidden
units in each node’s aggregation layer is N , the parameter
count required for training at each step can be substantial,
calculated as N ·(2+⟨at⟩)(⟨at⟩+1)

2 . This large parameter count
considerably impacts training efficiency.

To address this issue, we introduce a parameter sharing
mechanism to reduce parameters. During aggregation, each
node’s layer shares a set of parameters, enabling reuse. The
aggregation function is expressed in Equation (3), reducing
the training parameters to N · ⟨at⟩:

H
(l+1)
i =

1

⟨at⟩
∑⟨at⟩

k=1

[
(1− α)Âk

iH
(l) + αHi

]
+

(at − ⌊at⌋)Â⟨at⟩
i H(l) + (⌈at⌉ − at)Â

⟨at⟩+1
i H(l), (3)

which not only lowers storage requirements but also de-
creases the model’s computational load, thereby enhancing
training efficiency. Â equals A+ I, where I ∈ Rn×n is the
identity matrix. We incorporate the representation of target
node i into the formula and use the parameter α to balance



Type Method Pubmed Citeseer Cora Cornell Actor Wisconsin Texas Chameleon Avg. Drop (↓)

Tradition

MLP 81.02 73.44 76.72 83.02 37.02 83.78 81.82 42.64 11.32
GCN 83.77 75.51 84.28 62.26 30.69 53.27 51.11 44.42 28.33
GAT 85.80 77.91 84.92 72.31 31.84 65.01 69.81 44.63 17.01

GraphSAGE 85.78 76.65 84.74 71.68 32.31 78.63 70.73 41.57 14.89

Homophily
MixHop 86.16 78.18 85.89 76.71 35.39 77.51 73.17 45.71 11.47
APPNP 85.98 78.79 85.04 75.61 32.13 73.75 71.95 37.86 15.09
GCNII 86.92 77.64 85.56 76.92 32.66 71.25 74.93 42.23 13.62

Heterophily

GPR-GNN 86.76 76.69 85.57 82.93 35.66 80.17 79.27 51.42 7.66
GGCN 86.88 76.72 85.25 88.89 37.81 82.64 83.33 55.16 4.37

ACM-GNN 86.91 79.27 86.72 86.11 37.61 88.25 84.62 56.04 2.85
FE-GNN 86.68 79.81 85.41 87.78 36.92 88.54 87.69 53.61 2.69

GNN-SATA OOM 78.46 86.83 87.81 39.66 87.62 86.59 56.12 2.36
Ours GRAIN 87.04 81.25 88.52 90.12 38.89 89.01 87.69 56.43 –

Table 1: The average test classification accuracy (%) across all methods on eight real-world datasets. Drop (↓) denotes how
much the performance of baselines drop relative to our method. The best results are in bold. OOM refers to “out-of-memory”.

the aggregated and node representations. This approach en-
sures that the newly obtained representation reflects both
macro- and micro-level relationships while preserving crit-
ical features during aggregation. The Equation (3) corre-
sponds to the three components depicted in the lower parts of
Figure 1. The first term in the summation represents the inte-
gration of coarse and fine granularities, while the sum of the
latter two terms captures the implicit information between
nodes. When dealing with a continuous action space, we
take the floor of the action to determine the range of coarse-
grained information. The implicit information denotes the
data between nodes within the ceiling of the action range
and the target node.

Beside parameter sharing, we introduce a buffering mech-
anism to further improve the model’s efficiency. The buffer-
ing mechanism stores the states, actions, and rewards col-
lected during exploration at each time step, avoiding redun-
dant computations during training data collection. Once the
buffer reaches the batch size, the data stored in the buffer is
used to train the GNN, thus accelerating the inference pro-
cess of the framework. By combining the buffering mech-
anism with parameter sharing, we achieve a dual enhance-
ment of the model’s efficiency, significantly improving the
practicality of the proposed framework.

Experiments
In this section, we conduct a comprehensive evaluation of
the GRAIN algorithm by comparing it against 12 baseline
methods across 13 diverse datasets. The analysis of the ex-
perimental results highlight the effectiveness and strong gen-
eralization ability of GRAIN.
Datasets and Setup. The proposed GRAIN is evaluated
on both homophilous and heterophilous datasets. For ho-
mophily data, we use three citation networks (Sen et al.
2008), i.e., Cora, Citeseer, and Pubmed, two Amazon co-
purchase networks (Shchur et al. 2018), specifically Com-
puters and Photo, and one co-authorship network (Coauthor
CS) (Shchur et al. 2018). For heterophily data, we use seven
network datasets (Pei et al. 2020), including Cornell, Wis-

consin, Texas, Film, Actor (Tang et al. 2009), Squirrel, and
Chameleon. For the GNN module, we set the batch size to
128 and use Relu as the activation function. The complete
details of datasets, experimental settings, and full results are
provided in Appendix C.
Comparative Algorithms. We compare GRAIN with 12
classical and advanced baseline methods to validate the ef-
fectiveness of the proposed approach. These methods in-
clude a two-layer MLP, classical GNN methods such as
GCN (Welling and Kipf 2016), GAT (Veličković et al.
2017), and GraphSAGE (Hamilton, Ying, and Leskovec
2017); advanced methods designed for homophily: includ-
ing MixHop (Abu-El-Haija et al. 2019) utilizes aggrega-
tion at different hop counts, APPNP (Gasteiger, Bojchevski,
and Günnemann 2018) introduces personalized information
propagation, and GCNII (Chen et al. 2020) mitigates over-
smoothing by using initial residuals and identity mapping.
For handling heterophily, we compare with state-of-the-art
methods such as GPR-GNN (Chien et al. 2020), which
adaptively learns the weights of Generalized PageRank to
optimize features, GGCN (Yang et al. 2021b), which pro-
poses structural and feature-based edge correction, ACM-
GCN (Luan et al. 2021), which adaptively exploits aggrega-
tion, diversification, and identity channels to address harm-
ful heterophily, FE-GNN (Sun et al. 2023), which constructs
features using Chebyshev polynomials or monomials, and
GNN-SATA (Yang et al. 2024), which utilizes soft associa-
tion to identify correlations between features and structure.

Comparative Results
In this section, we first define the homophily rate to classify
two types of networks: homophily and heterophily. Here, we
use edge homophily (Zhu et al. 2020) as a metric to measure
the proportion of connections between nodes with the same
label in the graph, defined as follows:

H =
|{eij | eij ∈ E ∧Yi = Yj}|

|E|
, (4)

The homophily rate ranges from 0 to 1. A large H value
(H → 1) indicates the graph is homophilous, i.e., the target



Figure 2: Analysis of balancing parameters (α) for different
datasets, where α influences the proportion of aggregation
chosen for coarse- and fine-grained information.

node and its neighboring nodes are likely to belong to the
same class. On the contrary, a small H value (H → 0) indi-
cates the graph is low in homophily, or what we refer to as
heterophily.

In the experiment, our goal is to validate the effective-
ness of the proposed GRAIN method on different types of
datasets, particularly heterophilous datasets. Table 1 dis-
plays the classification accuracy results on eight datasets,
including three homophily and five heterophily, where the
bold results represent the best scores in each dataset col-
umn. The last column of the table indicates the improvement
of the proposed method compared to each row’s method. In
addition, we present the results of comparative experiments
on five more datasets in the Appendix C.2. From the table,
we can draw the following conclusions:

1) MLP, which relies solely on node features, performs
unexpectedly well on highly heterophilous data, surpass-
ing three typical GNNs and homophily-generalized mod-
els. This outcome is likely due to MLP’s exclusion of struc-
tural information, thereby avoiding the noise introduced by
aggregating heterophilous nodes. This suggests that simply
employing heterophilous information without careful design
does not necessarily result in high-quality representations.
Moreover, the MLP’s disregard for structural information
leads to the poorest performance on homophilous datasets,
underscoring the necessity of incorporating structural fea-
tures via effective node representation learning.

2) Models designed for homophily also perform well
on small-scale heterophilous datasets, mainly due to their
enhanced node representations, which take into account
more comprehensive information such as multi-hop neigh-
bor information and tailoring features. However, their per-
formance decreases on large-scale heterophilous datasets.
These GNN methods heavily rely on the homophily assump-
tion, and the aggregation process introduces noise due to the
interference of heterophilous features, resulting in poor clas-
sification performance.

3) The methods for heterophilous networks, such as
GNN-SATA, have shown relatively good results, especially
on the Actor dataset. However, these methods may not con-
sistently outperform others in homophilous networks. This

could be because these methods are tailored for handling in-
tricate relationships in heterophilous networks, such as con-
flicting node labels and dissimilar feature distributions.

4) Notably, GRAIN demonstrates outstanding perfor-
mance across heterophilous and homophilous datasets.
Compared to the best baseline, it achieves an overall perfor-
mance improvement of 2.36%, and perform best across al-
most all datasets. This is primarily because our method con-
siders different granularities of information and implicit fea-
tures during the aggregation process, focusing on enhancing
node representations. By considering different granularities
of information, the model effectively learns structural infor-
mation and avoid interference of heterophilous features, re-
sulting in better embedding representations. In the Appendix
C.3, we further ablate the effects of different information on
the model with more types of RL methods.

Sensitivity Analysis
This section analyzes the hyperparameter α in the con-
structed aggregation function. The role of parameter α is to
assess the importance of granularity information during the
aggregation process. A smaller α indicates that coarse and
fine-grained information has a greater impact on the repre-
sentation, aiding in smoother node embeddings. The param-
eter α range is between 0 and 1, and we conduct a compara-
tive analysis using equal intervals.

As illustrated in the line graph of Figure 2, it is ev-
ident that variations in α significantly impact the model
across both homophily (Cora and Pubmed) and heterophily
(Chameleon and Cornell). Whether in heterophilous or ho-
mophilous settings, the model performs relatively better
when α is set to 0.2. This suggests that granularity infor-
mation plays a crucial role in achieving smooth node rep-
resentations, primarily because it allows for the aggregation
of more homophilous data within a certain range. However,
when α is set too low, the critical features of the node it-
self may not be effectively utilized, leading to a decline in
performance. Additionally, incorporating excessive coarse-
grained information in the smaller Cornell network may in-
troduce aggregation noise from heterogeneous data.

This phenomenon arises primarily due to the disparity
in correlation between topology and node attributes, where
even nodes with similar features may not be connected.
The proposed aggregation function effectively integrates in-
formation across different granularities, preventing under-
smoothing in node representations and ensuring more con-
sistent and accurate embeddings in the latent space.

Visualization of Learned Representations
To intuitively validate the performance of the proposed
model in node classification tasks, we employed the t-
SNE method to visualize the node embeddings in a two-
dimensional space, as depicted in Figure 3. In these visu-
alizations, nodes with the same color belong to the same
category. The results clearly illustrate that our proposed
GRAIN model significantly outperforms the raw data and
other methods in learning more distinct and well-separated
embeddings for different categories. Specifically, GRAIN



Figure 3: The visualization of classification results of the proposed model for different datasets.

excels in capturing the inherent structure of the graph, as ev-
idenced by the formation of clear, consistent clusters that are
well-aligned with the underlying categories. This demon-
strates GRAIN’s superior capability in learning meaning-
ful and expressive graph representations, which translates
into enhanced performance in node classification tasks. The
sharp separation and distinct clustering of nodes in the two-
dimensional space visually affirm that GRAIN is highly ef-
fective in distinguishing between categories.

Related Works
Several studies (Wang et al. 2020a; Luan et al. 2021; Yang
et al. 2024) have focused on addressing heterophily in
GNNs. For instance, Abu-El-Haija et al. (2019) recognizes
that popular GNNs fail to learn general neighborhood mix-
ing relationships, MixHop addresses this issue by mixing
features of neighbors at different distances. Geom-GCN
(Pei et al. 2020) maps the graph to a continuous latent
space via node embeddings, then defines geometric rela-
tionships and constructs structural neighbors for aggrega-
tion to handle heterophily. H2GCN (Zhu et al. 2020) adapts
to heterophilous networks by designing ego- and neighbor-
embedding separation, higher-order neighbors, and combi-
nation of intermediate representations. Yang et al. (2022) it-
eratively updates representations of topology and attributes
by simultaneously capturing semantic information and re-
moving common information, thereby improving perfor-
mance on heterophilous data. Luan et al. (2022) proposes
an Adaptive Channel Mixing (ACM) framework, which
adaptively utilizes aggregation, diversification, and identity
channels to intelligently extract richer localized information
and adapt to the heterogeneity of different nodes. Ordered-
GNN (Song et al. 2023) proposes an effective message-
passing strategy, using specific blocks of neurons for mes-
sages passed within specific hops to address heterophily.

These methods offer effective techniques for tackling het-

erophily in graph neural networks, advancing research, and
providing new insights for managing heterogeneous rela-
tionships in complex networks. However, they often over-
look the impact of aggregation granularity on node repre-
sentation and fail to consider the implicit information be-
tween nodes in the graph. In contrast, our proposed GRAIN
achieves multi-granularity information aggregation, result-
ing in smoother representations and providing a more gen-
eralized solution for heterophilous graphs.

Conclusion

In this paper, we introduce the GRAIN model to address
the challenges posed by heterophilous graphs, which can
achieve smoother node embedding by aggregating multi-
view information. Our approach effectively explores differ-
ent granularity levels information, ensuring that both fine-
and coarse-grained details are incorporated into the node
embeddings, resulting in a richer representation. Further,
by incorporating the implicit relationships between distant
nodes, GRAIN enhances the graph’s contextual understand-
ing, resulting in smoother and more accurate node embed-
dings. We demonstrate the effectiveness of GRAIN in ex-
tensive comparative experiments on 13 datasets.

While our approach significantly improves training effi-
ciency, substantial computational challenges remain when
scaling to much larger networks. The iterative training re-
quired to learn the appropriate information granularity for
different nodes can be resource-intensive. Additionally, the
next state is randomly selected in the process, which does
not account for optimality guarantees. In future work, we
aim to develop more scalable optimization techniques to bet-
ter manage complex graphs. Additionally, we plan to in-
tegrate more nuanced information, such as multi-scale and
temporal features, via advanced aggregation functions.
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A Implementation details
To develop GRAIN, we model graph representation learn-
ing as a Markov Decision Process (MDP) and use deep re-
inforcement learning to solve MDPs.

A.1 Markov Decision Process
The MDP is a mathematical framework used for model-
ing decision-making problems, particularly suitable for sit-
uations involving uncertainty and dynamic environments.
MDP describes the evolution of a system through states
(s), actions (a), transition probabilities (p), and rewards (r).
Here, s represents the state of the system at a specific point in
time, depicting the current situation or environment, with the
finite set of states denoted as S. The action a represents the
operations or decisions that the decision-maker can choose
in each state, with the finite set of actions denoted asA. The
transition probability p indicates the likelihood of the system
moving to the next state, given the current state and action.
The transition probability function P(s′ | s, a) describes the
probability of transitioning from state s to state s′ after tak-
ing action a. The reward r represents the return obtained af-
ter executing an action. The reward functionR(s, a) denotes
the immediate reward received after performing action a in
state s. Through these elements, MDP provides a systematic
method for decision-makers to select the optimal policy (π)
that maximizes cumulative rewards. The policy π(a | s) de-
scribes the probability of choosing action a in state s. The
objective of an MDP is to find the optimal policy π∗ that
maximizes long-term cumulative rewards.

By modeling the graph representation learning problem
as an MDP, we can systematically analyze and optimize
this process, achieving better decision-making results in dy-
namic and uncertain graph network environments. The fol-
lowing sections will discuss how to express the graph repre-
sentation learning process as a MDP. Specifically, we eluci-
date the essential components of the MDP in the context of
graph representation learning, including states, actions, and
rewards.

A.2 Twin Delayed Deep Deterministic Policy
Gradient
Twin Delayed Deep Deterministic Policy Gradient (TD3)
(Fujimoto, Hoof, and Meger 2018) employs two critic net-
works with identical architectures. To calculate the target
value, the algorithm selects the minimum value from the two
critic networks to assess the next state-action value, which
helps reduce the overestimation problem. The process is as
follows:

y = r + γ ·mini=1,2Qθ′
i
(s′, a′) , (5)

where γ denotes the discount factor, θ′ denotes the param-
eters of target the critic network, Q refers to the Q-value
estimated by the target critic network, s′ and a′ are the
next state and action, respectively. The action a′ under the
state s′ is computed using the target actor network (π′) as
a′ = π′ (s′ | ϕ′), where ϕ′ represents the parameters of the
target actor network. However, deterministic policy learn-
ing is highly susceptible to function approximation errors,
so noise ϵ, a bounded random number following a normal
distribution, is added to the target action a′. Finally, a gra-
dient descent algorithm minimizes the error L between the
estimated and target values, thereby updating the parameters
in the critic1 and critic2 networks.

L = (Qθi (s, πϕ (s))− y)
2
(i = 1, 2) (6)

TD3 employs delayed updates to prevent the actor net-
work from oscillating. Therefore, the update frequency of
the policy network should be lower than that of the critic
networks. The gradient expressions for the actor network pa-
rameters are computed using the following equations:

∇ϕJ (ϕ) = Es∽D
[
∇a Qθ1 (s, a) |a=πϕ(s) ∇ϕπϕ(s)

]
(7)

where D represents the replay buffer, ϕ is the parameters
of the actor network, πϕ(s) denotes the action determined
by the actor network. TD3 ensures that the actor network is
updated conservatively by using this update rule, leading to
more stable and reliable learning.

In addition to reducing the update frequency, soft updates
should be used to update the target and policy networks. This
is done using the following equations:

θ′i ← τθi + (1− τ)θ′i

ϕ′ ← τϕ+ (1− τ)ϕ′,

where τ ∈ (0, 1) is a learning rate that controls the extent
to which the old target network parameters and the new cor-
responding network parameters are averaged. By applying
soft updates, the target networks are updated smoothly, con-
tributing to the stability of the training process. The process
of execution of the algorithm is presented in Algorithm 1.

B Model Architecture
The pseudocode for GRAIN training is shown in Algorithm
2, which takes the following steps. 1) we model graph rep-
resentation learning as a Markov Decision Process (MDP),
making the problem description and solution more explicit,
i.e., lines 1 - 7 (Algorithm 2). 2) As shown in lines 9 - 18
(Algorithm 2), we employ deep RL algorithms to learn op-
timal strategies for solving the MDP. RL can explore differ-
ent granularity levels of node information and consider im-
plicit information between nodes, effectively integrating lo-
cal and global information to enhance node embedding per-
formance. 3) we design a novel node information aggrega-
tor that effectively combines multi-granularity and implicit
information, improving the quality of node representations,
which is shown in lines 20 - 24. The source code of GRAIN
is available at https://github.com/Songwei-Zhao/GRAIN.



Algorithm 1: TD3
Initialize the critic networks Qθi(i = 1, 2) and the actor
network πϕ with random parameters
Initialize the target network parameters θ′i ← θi(i = 1, 2)
and ϕ′ ← ϕ

1: for t = 1 to T do
2: Calculate actions and add noise at ← πϕ(st) + ϵ,

where ϵ ∼ N(0, σ)
3: Obtain reward rt and next state st+1

4: Store (st, at, rt, st+1) into Buffer
5: Sample batches of transitions (st, at, rt, st+1) from

Buffer
6: â← πϕ′(st+1 + ϵ), ϵ ∼ clip (N(0, σ),−c, c)
7: y ← r + γ ·mini=1,2Qθ′

i
(st+1, â)

8: Calculate the Q loss function:
L = (Qθi (s, πϕ (s))− y)

2
(i = 1, 2)

9: Update critic network parameters θi(i = 1, 2)
10: if t mod delay then
11: Update ϕ by the deterministic policy gradient:

∇ϕJ (ϕ) = Es∽D
[
∇a Qθ1 (s, a) |a=πϕ(s) ∇ϕπϕ(s)

]
12: Update critic network parameters:

θ′i ← τθi + (1− τ)θ′i
ϕ′ ← τϕ+ (1− τ)ϕ′

13: end if
14: end for

B.1 Experiment Settings and Hyperparameters
We run all experiments in PyTorch, using a machine with 10-
core Intel(R) Xeon(R) Gold 5218R CPU@2.10GHz, 64GB
RAM, and an NVIDIA RTX 3090-24GB GPU. For the ex-
periments, we make use of the same training/validation/test
divisions as in the paper. GNN models minimize the cross-
entropy in node training and employ the Relu activation
function, the dropout rate is set to 0.5. Adam optimizer is
used to optimize all models. For the comparison algorithm
in the paper, we performed a hyperparameter search on the
validation set. All important notations in this paper are sum-
marized in Table 2.

C Additional Experiments
C.1 Dataset Description
In the citation networks, nodes and edges represent papers
and citations, respectively, with node labels indicating paper
topics and features representing the bag-of-words of the pa-
pers. Computers and Photo are segments of the Amazon co-
purchase graph, where nodes and edges correspond to prod-
ucts and frequent co-purchases. Node features are bag-of-
words encoded product reviews, and labels denote product
categories. Coauthor CS is derived from the Microsoft Aca-
demic Graph used in the 2016 KDD Cup challenge1, where
nodes represent authors and edges represent co-authorship
of papers.

For heterophily data, we use seven network datasets

1https://kddcup2016.azurewebsites.net/.

Algorithm 2: Granular and Implicit Graph Network
Input: An undirected graph with node features and lables:
G = (V, E ,X,Y); Training epoch: T ; TD3 training step: K
Initialize all network parameters and Buffer

Output: Ŷ: Prediction Label
1: Initialize parameters ϵ, ϑ, φ

// Training process of reinforcement learning based on
graph representation learning

2: Sample a node with its features as state s0
3: for t = 0 to T do
4: Calculate actions and add noise at ← πϕ(st) + ϵ,

where ϵ ∼ N(0, µ)

5: rt ←
φ·

∑t
l=t−ϑ[F(st,at)−F(sl,al)]

ϑ+1
6: Sample next state st+1 from at-hop neighborhood
7: Store (st, at, rt, st+1) into Buffer
8: for step = 0 to K do
9: Sample batches of transitions (st, at, rt, st+1)

from Buffer
10: â← πϕ′(st+1 + ϵ), ϵ ∼ clip (N(0, σ),−c, c)
11: y ← r + γ ·mini=1,2Qθ′

i
(st+1, â)

12: Calculate the Q loss function:
L = (Qθi (s, πϕ (s))− y)

2
(i = 1, 2)

13: Update critic network parameters θi(i = 1, 2)
14: if t mod delay then
15: Update ϕ by the deterministic policy gradient:

∇ϕJ (ϕ) = Es∽D
[
∇a Qθ1 (s, a) |a=πϕ(s) ∇ϕπϕ(s)

]
16: Update critic network parameters:

θ′i ← τθi + (1− τ)θ′i
ϕ′ ← τϕ+ (1− τ)ϕ′

17: end if
18: end for
19: end for

// Training GNNs with learned optimal policy
20: Obtain the learned optimal policy
21: for t = 0 to T do
22: Obtain at through the optimal policy
23: H

(l+1)
i = 1

⟨at⟩
∑⟨at⟩

k=1

[
(1− α)Âk

iH
(l) + αH

(l)
i

]
+

(at − ⌊at⌋)Â⟨at⟩
i H

(l)
i + (⌈at⌉ − at)Â

⟨at⟩+1
i H

(l)
i

// Different granularity and implicit information ag-
gregation

24: end for

(Pei et al. 2020), including WebKB2 (Cornell, Wisconsin,
and Texas), Film, Actor (Tang et al. 2009), Squirrel, and
Chameleon. In these network datasets, nodes and edges rep-
resent web pages and links, respectively, with node features
represented by the bag-of-words of the web pages. The sta-
tistical properties of the datasets are outlined in Table 3.

C.2 Additional Comparative Experiment
Table 4 presents the performance experimental results of all
methods on an additional five real-world datasets. We use
classification accuracy as the comparison metric and high-

2http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-
11/www/wwkb/.



Symbols Definitions
G An undirected graph with node set and edge set
V; E The set of node; The set of edge
A The adjacency matrix of graph G
D The degree matrix of graph G
X The feature matrix of nodes
Y The label matrix of nodes
Nk(v) The k-th order neighbors of node v
T Model total training epochs
W learnable weight matrix
σ Non-linear activation function ReLU
ϵ Random noise that obeys the normal distribution
ϑ The historical step of reward
K TD3 total training step
S The set of states
A The set of actions
st The state in step t
at The action in the step t
rt The reward in the step t
Qθi Critic networks to evaluate the state s and action a
πϕ Actor network to generate a for a state s

Table 2: Major notations and definitions. The top rows are
for graph representation learning; the bottom rows cover re-
inforcement learning.

light the best score in each dataset column in bold. To pro-
vide an intuitive understanding of the model performance
improvements, we list the improvement degree relative to
the comparison methods. From the table, we can observe
that:

1) MLP, which only considers node features and ig-
nores structural features, performs the worst in homophilous
datasets but relatively strongly in heterophily. This sug-
gests that leveraging structural features is crucial for im-
proving the quality of node representations in homophilous
data. However, in highly heterophilous environments, this
approach may introduce noise into the embeddings, thereby
negatively impacting classification performance.

2) Compared to typical GNN models (GCN, GAT,
and GraphSAGE), homophily-generalized models (Mix-
Hop, APPNP, and GCNII) achieve better experimental re-
sults. For instance, in the Coauthor CS dataset, MixHop,
APPNP, and GCNII achieve classification accuracies of
95.24%, 94.79%, and 94.14%, respectively, which are sig-
nificantly better than the three typical GNN models. This
is because they consider more comprehensive node rep-
resentation information, such as multi-hop neighbor infor-
mation and tailoring features. However, their performance
in heterophily is generally poor because they rely on the
homophily assumption for information aggregation, which
overlooks the heterophilous scenario where connected nodes
may have different attributes or labels.

3) Models designed for heterophilous networks often un-
derperform in homophily because they overlook coarse and
fine-grained information during the aggregation process.

Additionally, while GNN-SATA achieves good results, it
suffers from memory overflow issues, preventing it from be-
ing tested on large-scale datasets and limiting its generaliza-
tion performance.

4) The proposed method, GRAIN, achieves the highest
scores across all datasets, demonstrating its consistent abil-
ity to deliver excellent results across varying levels of ho-
mophily. This success is due to its capability to explore
information at different granularities and capture implicit
relationships between distant nodes. Furthermore, the pro-
posed aggregator effectively integrates these factors during
the aggregation process, enhancing the model’s representa-
tion learning capability.

C.3 Comparison Experiment
Reinforcement Learning (RL) is a machine learning method
in which an agent interacts with an environment and learns
from feedback (rewards) to optimize decision-making strate-
gies, thereby achieving goals in dynamic and uncertain en-
vironments. Currently, RL can be broadly categorized into
three types: policy gradient methods, value-based methods,
and actor-critic methods.

Policy Gradient Methods do not rely on a value func-
tion but directly optimize the policy to maximize the prob-
ability of selecting the best action in a given state. These
methods use parameterized policies and maximize cumula-
tive rewards through gradient ascent. Common policy gra-
dient methods include Proximal Policy Optimization (PPO)
(Schulman et al. 2017) and Deep Deterministic Policy Gra-
dient (DDPG) (Lillicrap et al. 2015). Policy gradient meth-
ods can handle continuous action spaces and are suitable
for high-dimensional and complex decision problems. How-
ever, they suffer from low sample efficiency, susceptibility
to local optima, and slow convergence. Value-based meth-
ods estimate the value of each state or state-action pair to
learn the optimal policy indirectly. The core idea of these
methods is to explore a value function that evaluates the
expected return of each state (or state-action pair). Typi-
cal value-based methods include Q-learning (Watkins and
Dayan 1992) and Deep Q-Network (DQN) (Mnih et al.
2013). Value-based methods have high sample efficiency
and fast convergence. However, they are challenging to
extend to high-dimensional or continuous action spaces.
Actor-critic methods combine the advantages of policy gra-
dient and value-based methods. They consider the interac-
tion between the approximations of the policy and the value
updates. The actor is responsible for selecting actions, while
the critic evaluates the current policy’s value. The critic
guides the actor’s policy updates through the value function
(state-value function or advantage function). Common actor-
critic methods include Twin Delayed Deep Deterministic
Policy Gradient (TD3) (Fujimoto, Hoof, and Meger 2018)
and Asynchronous Advantage Actor-Critic (A3C) (Mnih
et al. 2016). Actor-critic methods inherit the strengths of
both approaches and can handle high-dimensional and con-
tinuous action spaces effectively. To meet the technical re-
quirements proposed in this study, we aim to enhance the
quality of embeddings in graph representation learning by
incorporating multi-granularity information and implicit re-



Type Dataset #Nodes #Edges #Features #Classes H

Homophily

Pubmed 19,717 44,327 500 3 0.80
Citeseer 3,327 4,732 3,703 6 0.74

Cora 2,708 5,278 1,433 7 0.81
Computers 13,752 245,861 745 10 0.79

Photo 7,650 119,081 745 8 0.82
Coauthor CS 18,333 81,894 6,805 15 0.83

Heterophily

Film 7,600 33,544 931 5 0.37
Cornell 183 280 1,703 5 0.30
Actor 7,600 26,752 931 5 0.22

Wisconsin 251 466 1,703 5 0.21
Squirrel 5,201 198,493 2,089 5 0.22
Texas 183 295 1,703 5 0.11

Chameleon 2,277 31,421 2,325 5 0.23

Table 3: Datasets statistics, whereH is defined as the fraction of edges connecting nodes with the same label.

lationships between distant nodes during the aggregation
process. Based on the task requirements, we intend to uti-
lize reinforcement learning to select granularity information
for the target nodes. Since implicit information needs to be
considered, the action space must be extended to the contin-
uous domain, making actor-critic methods suitable for our
framework.

To validate our approach, we conducted comparative ex-
periments using representative algorithms from the three
methods above, with the results presented in Figure 4. The
figure shows that the actor-critic method outperforms the
other two methods across most datasets. However, the Ac-
tor dataset is slightly poorly compared to the value-based
method. This indicates the effectiveness of our proposed ap-
proach. First, the value-based method is designed for dis-
crete action spaces. Thus, it only considers the impact of dif-
ferent granularity information on node representations and
neglects the role of implicit information, making its perfor-
mance inferior to the other two methods but still superior
to traditional GCN. Second, the policy gradient method per-
forms less than the actor-critic method due to its low sample
efficiency and tendency to get trapped in local optima.

In conclusion, incorporating different granularity infor-
mation and implicit relationships between nodes into the
node aggregation process is irreplaceable in enhancing node
embeddings. By integrating these elements, we can improve
the smooth representation of nodes, significantly enhancing
the performance of various tasks.

References
Abu-El-Haija, S.; Perozzi, B.; Kapoor, A.; Alipourfard, N.;
Lerman, K.; Harutyunyan, H.; Ver Steeg, G.; and Galstyan,
A. 2019. Mixhop: Higher-order graph convolutional archi-
tectures via sparsified neighborhood mixing. In interna-
tional conference on machine learning, 21–29. PMLR.
Agrawal, N.; Sirohi, A. K.; Kumar, S.; et al. 2024. No Prej-
udice! Fair Federated Graph Neural Networks for Personal-
ized Recommendation. In Proceedings of the AAAI Confer-
ence on Artificial Intelligence, 10, 10775–10783.

Chanpuriya, S.; and Musco, C. 2022. Simplified graph con-
volution with heterophily. Advances in Neural Information
Processing Systems, 35: 27184–27197.
Chen, M.; Wei, Z.; Huang, Z.; Ding, B.; and Li, Y. 2020.
Simple and deep graph convolutional networks. In In-
ternational Conference on Machine Learning, 1725–1735.
PMLR.
Chien, E.; Peng, J.; Li, P.; and Milenkovic, O. 2020. Adap-
tive universal generalized pagerank graph neural network.
arXiv preprint arXiv:2006.07988.
Du, L.; Shi, X.; Fu, Q.; Ma, X.; Liu, H.; Han, S.; and Zhang,
D. 2022. Gbk-gnn: Gated bi-kernel graph neural networks
for modeling both homophily and heterophily. In Proceed-
ings of the ACM Web Conference 2022, 1550–1558.
Fujimoto, S.; Hoof, H.; and Meger, D. 2018. Addressing
function approximation error in actor-critic methods. In
International conference on machine learning, 1587–1596.
PMLR.
Gasteiger, J.; Bojchevski, A.; and Günnemann, S. 2018. Pre-
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